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DESCRIPTION
Breast mass identification is an important step in mammo-
gram-based early breast cancer detection. However, deter-
mining whether a breast lump is malignant or benign can be 
difficult in the early stages. This problem was handled with the 
help of convolutional neural networks (CNNs), which resulted 
in useful developments. CNNs, on the other hand, only focus 
on a section of the mammography due to repeated convolu-
tions, neglecting the remaining computational complexity. Vi-
sion transformers have recently been created as a technique 
of bypassing these constraints of CNNs, ensuring improved or 
comparable performance in natural picture categorization.
However, the application of this approach to medical imaging 
has not been properly investigated. In this study, we devel-
oped a transfer learning system based on vision transformers 
to classify breast mass mammograms. Because of its estimated 
area under the receiver operating curve of 10, the new model 
outperformed CNN-based transfer-learning models and vision 
transformer models trained from scratch. As a result, the ap-
proach can be employed in a clinical environment to improve 
early identification of breast cancer.
Breast cancer is the most frequent cancer among women in the 
United States, accounting for 30% (or one in three) of all new 
cases each year. In recent years, annual incidence rates have 
climbed by 0.5%; nevertheless, the number of breast cancer 
deaths has decreased by 43% from 1989 to 2020. The decrease 
in death rates is attributed to better treatment choices and ear-
lier discovery through screening and awareness efforts.
Mammography (MG) is critical for early identification of breast 
cancer. MG can detect tiny cancers that cannot be felt as mass-
es in their early stages. False diagnoses may occur, however, 
given to the huge amount of radiological testing and the in-
tricacy of MGs. Computer-Aided Detection (CAD), which uses 
image processing and pattern recognition, was created to give 

radiologists with an objective viewpoint.
In this study, we developed a deep-learning technique for mam-
mographic breast cancer detection via transfer learning based 
on vision transformers. This study makes two significant contri-
butions to the literature. The first is the image-data-balancing 
module, which is utilised to resolve the class imbalance issue 
in the mammography dataset. This study’s dataset includes 
samples from both benign and cancerous tissues, with varying 
sample sizes. To put it another way, there is a class imbalance, 
which could lead to bias in model learning. As a solution to 
this problem, we suggest augmentation-based class balance. 
Second, we created a vision transformer-based mammography 
classification transfer-learning approach.
We introduce a vision-transformer-based transfer-learning 
method for breast mammography classification that tackles 
the drawbacks of CNN-based transfer-learning approaches by 
exploiting the self-attention approach of transformers. A com-
plete examination was performed using a number of vision 
transformer types and versions. As a result, we discovered 
that vision-transformer-based transfer learning is effective for 
breast mammography image categorization, providing great-
er performance at a lower computational cost. Convolutional 
neural network-based transfer learning outperformed vision 
transformer-based transfer learning for breast. The classifica-
tion of a mammogram However, other studies utilising a range 
of datasets from a number of sources should be examined in 
order to generalise the results of this study. This result was ob-
tained by training on a single dataset from a single source.
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